
Some Recent Work on 

Knowledge Fusion



A Brief Introduction of 

Knowledge Fusion



The same entity in multiple sources
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Motivation: Music!
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rdf.freebase.com/ns/en.rome
data.nytimes.com/51688803696189142301

geonames.org/3169070/roma

N 41° 54' 10'' E 12° 29' 2''

dbpedia.org/resource/Rome

yago/wordnet:Actor109765278

yago/wikicategory:ItalianComposer

yago/wordnet: Artist109812338

imdb.com/name/nm0910607/

Linked RDF Triples on the Web

imdb.com/title/tt0361748/

dbpedia.org/resource/Ennio_Morricone



Beyond data-level integration

http://mappings.dbpedia.org/

http://mappings.dbpedia.org/


Instance Matching in 

Zhishi.me



Zhishi.me

 Zhishi.me (http://zhishi.me) is the first effort to publish 
large scale Chinese semantic data and link them 
together as a Chinese Linking Open Data (CLOD).

It has over 8 million distinct instances 
and 200 million RDF triples.



Baidu
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Hudong C-Wikipedia



 Baidu Baike

baidu:大熊猫

baidu:标签 “大熊猫”

baidu:拉丁学名 “Ailuropoda melanoleuca”

baidu:纲 baidu:哺乳纲

…

hudong:大熊猫

hudong:中文学名 “大熊猫”

hudong:二名法 “Ailuropoda melanoleuca”

hudong:纲 hudong:哺乳纲

…

Equivalent Instances

 Hudong Baike



Our Solution

 Automatically discovering and refining dataset-

specific matching rules in iterations
– Deriving these rules by finding the most discriminative data 

characteristics for a given data source pair.



Workflow 

– Mining Properties Equivalences

 For each pair of existing matched instances, their 
property-value pairs are merged.

Values Property_1 Property_2

“大熊猫” baidu:标签 hudong:中文学名

“Ailuropoda melanoleuca” baidu:拉丁学名 hudong:二名法

“白鳍豚” baidu:标签 hudong:中文学名

“桂花” baidu:标签 hudong:中文学名

… … …



Workflow 

– Mining Matching Rules

 Matching rule (frequent set mining):
– baidu:x and hudong:x are matched, iff.

– valueOf(baidu:标签) = valueOf(hudong:中文学名)

– and

– valueOf(baidu:拉丁学名) = valueOf(hudong:二名法)

– and

– valueOf(baidu:纲) = valueOf(hudong:纲)



Workflow 

– Generating Matches

 Applying the obtained rule(s) on the unlabeled 

data to generate matches’ candidates.

 The combiner is used to combine confidence 

values of a match’s candidate.



Workflow 

– the Wrapper Algorithm

 The wrapper is an implementation of Expectation-
Maximization iterations.

ExpectationMaximization



Workflow – E-step

 The E-step estimates the missing data (matches)

using the observed data and the current 

estimate for the parameters (matching rules).

Expectation



Workflow – M-step

 The M-step computes parameters maximizing the 
likelihood function as the data estimated in E-step 
are used in line of the actual missing data.
– M: matches

– Θ: parameters

Maximization



The Likelihood Function

 Assuming that no equivalent instances exist in a single data source, 
we can infer that an instance is equivalent to at most one another 
from the other data source.

 Incorrect matches in M may result in a node connecting to more 
than one other node, which is contrary to the assumption.

P=4/4=1 P=2/4=0.5



Evaluation – Precisions 

 Sampling a certain number of output matches.

 The X-axis indicates the proportions of selected 
seeds in complete reference matches.



Evaluation 

– Newly Found Matches

 The match space constituted by reference 

matches and newly found matches



Results

 Accuracy: ~97% (manual labeling)



Web Access to Equivalent Instances 



Cross-lingual Taxonomy 

Alignment



Motivation
 Taxonomy refers to a hierarchy of categories which 

entities are classified to. 



Motivation

Product Catalogue

• Taxonomies are prevalent on the Web.



Motivation

Web Site Directory

• Taxonomies are prevalent on the Web.



Motivation

 As the advent of more and more multilingual 

resources, the Web has become a global 

information space.

 To facilitate schema knowledge sharing across 

languages, we need to deal with the problem of 

cross-lingual taxonomy alignment.

one  Chinese taxonomy one  English taxonomy



Problem and Challenge

 Problem 1: Previous work strongly relies on 

domain-specific information (e.g. book instances in 

book domain or calculation items in finance 

domain). 

 Problem 2: Previous work strongly relies on string 

similarities to capture different kinds of features. 

“户外/运动服”                “Outdoor/Sportswear ”                “Athletic Apparel”

Google Translate Dissimilar in String Similarity

(Prytkova, Weikum, and Spaniol 2015) & (Spohr, Hollink, and Cimiano 2011)



Approach

Our proposed approach consists of three components:

- Candidates identification

- Textual Context Extraction

- Exact Matching

Exact Matching

Taxonomies of Different Languages

Candidate Matched 
Category Pairs

Textual Context 
Extraction

Candidates 
Identification

Textual Contexts

Aligned Taxonomies



Approach – Candidates Identification 

Given two taxonomies, we first aim to find all the 

possible matched categories in the target taxonomy 

for each category in the source taxonomy.

 To ensure the recall of the alignment results, we 

utilize a Web-scale multilingual synonym thesaurus, 

i.e. BabelNet to capture cross-lingual string 

similarities between categories in word level.



Approach – Candidates Identification 

 The key idea is “two categories of different 

languages may be relevant if they share the same 

or synonymous words”.



Approach – Textual Contexts Extraction

 Before performing exact matching, we need to 

extract textual contexts for each category.

 Here, we choose to acquire textual information by 

querying the Web with the search engine Google.

can not simply submit the category label to Google 

jointly submit category “Sports” and its parents “Shopping and Services”  

or “Recreation” to avoid ambiguity

RecreationShopping and Services

Sports SportsAmbiguous



 The snippets (i.e. textual contexts) extracted from 

the Web are:

- short documents

- various in wording styles (a tweet or a piece of news)  

Approach – Exact Matching 

 The Bag-of-Words model or BiLDA (Vuli ć et al. 2015) may 

not work well in this scenario.



Approach – Exact Matching 

We propose a new bilingual topic model, called 

Bilingual Biterm Topic Model (BiBTM) to model 

textual contexts.

 Different from BTM (Yan et al. 2013; Cheng et al. 2014), a 

biterm used in BiBTM denotes an unordered word-

pair co-occurring in a pair of bilingual documents 

(ds, dt) . 



Approach – Exact Matching 

 The probability of generating the whole bilingual 

paired document corpus B given hyperparameters

α and β can be expressed as:



Approach – Exact Matching 

• After a sufficient number of iterations, we can estimate 

the parameters:

• We then utilize the following formula (Yan et al. 2013) to 

infer the topic distribution of the context for category 

c and it contains Nc biterms 𝑏𝑗 𝑗=1

𝑁𝑐
.



Approach – Exact Matching 

• can be computed via Bayes’ formula 

based on the parameters learned in BiBTM:

• is estimated by empirical distribution:

• The final relevance score is computed as the cosine 

similarity between topic vectors.



Experiments

• Task description:

- Cross-lingual Product Catalogue Alignment: 

JD.com→eBay.com

- Cross-lingual Web Site Directory Alignment:

Chinese Dmoz.org→Yahoo Directory

• We evaluated our proposed approach on two 

different kinds of real world datasets, which are 

publicly available at 

https://github.com/jxls080511/080424.



Experiments



Effective Online Knowledge 

Graph Fusion



Knowledge Graph

Knowledge 
Card



Knowledge Card



Difference Between Knowledge Card 
and Infobox in Wikipedia

 values are usually much shorter 

 provide missing data in Wikipedia

 update more often than Wikipedia



A Closer Look At Knowledge Card

Card Label

Properties

Values (String, 

Numeric and Object)



A Closer Look At Knowledge Card



?

Meta Search Engine



Why fusing knowledge cards is 

important?

 get a more comprehensive summary of a given 

entity

 get complementary information from different 

resources

 get up-to-date information from the fused cards



Chanllenges in Knowledge 
Card Fusion

Conflicts

Complementa

ry

Missing



Challenges

 Ambiguous cards from a same query

 Same value but different expressions

 One to many mappings



The Relationship Between Ontology 
Alignment and Knowledge Graph Fusion

 New branch of Ontology Alignment

 Knowledge cards are fused online only when a query is 

submitted

 Lack of schema-level information 

 Each card only contains a limited number of information

 Instances may use different expressions



Workflow



Workflow - Card Disambiguation

FOX Broadcasting 

television network

FOX TV Network Fox Broadcasting Company



Card Disambiguation 

– commonness computing

Mention:  Fox

Candidate Entity:    

(1) Fox Broadcasting Company    0.7629

(2) Fox                                              0.049

(3) NFL on Fox                                 0.021

…… 



Card Disambiguation 

– relatedness computing

Card:  Fox

Object Values: 

(1) Los Angeles        0.9142

(2) Peter Rice           0.8142

(3) Barry Diller         0.9774

……



Card Disambiguation  - Combining

Card:  Fox

Object Values: 

(1) Los Angelas 0.9142

(2) Peter Rice           0.8142

(3)  Barry Diller        0.9774



Workflow  - Property Alignment

 a learning-based method with a post-processing 

to predict whether two properties can be aligned.



Property Alignment

Founded: October 9, 

1986, Los Angeles, 

CA
Place Founded: Los 

Angeles, CA

Founded (Place Founded)Property

Aligner

Card

Disambiguator
Fox Broadcasting Company



Property Alignment

 Data Normalization

• object values  (link completion)

• string/numeric values



Property Alignment 

Dbpedia Ontology Wikipedia Infobox

 Training Data



Property Alignment 

 Feature Extraction

 Property Similarity (PS)                     ---- Property-based 

Similarity

 Value Overlap Ratio (VOR)

 Value Match Ratio (VMR)                      Value-based Similarity

 Value Similarity Variance (VSV)



Post - Processing

 Property mutual exclusion filtering

 A property is disjoint with any other property in the same 

card, and cannot be aligned with any of them. 

 Object value range validation

 If two properties can be aligned, their ranges should be 

compatible.



Workflow - Value Deduplication

 groups equivalent values of aligned properties 

into value clusters.

Founded (Place Founded): 

October 9, 1986, Los 

Angeles, CA; Oct 

1985 · Los Angeles, CA

Property

Aligner

Value 

Deduplicator

Founded: October 9, 1986 

(Oct 1985), Los Angeles, CA



Experiment - Setup

http://kcf.hiekn.com/download/experiment.tar.gz

 select 154 queries which includes both ambiguous 

and disambiguous queries.

 464 knowledge cards have been collected 

 we randomly selected 3,487 attribute value pairs 

and manually label whether two properties in each 

pair can be aligned. As a result, 480 pairs are positive 

and 3,007 are negative.



Experiment - Card Disambiguation



Experiment - Property Alignment

 All features have some positive impacts to boost the 

performance of property alignment.

 The model learned by Random Forest achieves the best 

F1-Measure, which is chosen as our learning model with 

6000 training data only.

The model especially with pre-processing can actually 

predict aligned property pairs with a relatively high precision 

(more than 0.8) and almost perfect recall.

After post-processing, the precision increases significantly 

at the expense of a slight drop of recall.



Ontology Alignment Tools

 Selected Tools:

RiMoM , Logmap, Falcon-AO, and PARIS

 The former two are among the top-3 tools of the 

OAEI champaign8 in recent three years.

 The latter two also support both alignment tasks 

and have been widely used in practical applications.



Experiment - Instance Alignment

 OA tools fail to complete missing links of object values, 

which can actually reduce the ambiguities, and thus have 

positive impacts on instance alignments.

 Unit conversion is still out of its ability scope.



Experiment - Property Alignment

 Dealing with one-to-many property alignments is the gap between OA tools with ours.     

E.g.  Born:  July 18, 1918, Mvezo, South Africa; Die:  December 5, 2013, Houghton 

Estate, Johannesburg, South Africa“  vs.  Lived: Jul 18, 1918 - Dec 05, 2013 (age 95)
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Thank you!

Any questions?


