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Introduction

• Representation of a verb

▫ It is possible to represent the meaning of a word 
by the distributional properties of its context.

 Word2Vec

▫ A verb is unique in a sentence that it maintains 
dependency relation with its syntactic arguments 
such as the subject and the object.
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Introduction

• Why argument concepts?

▫ Possible to use the distribution of immediate 
arguments of a verb to represent its meaning.

 The naïve method is “Bag of Words” (BoW)

 BoW method has many limitations

 Independence between words

 High dimensionality

 Poor readability

 So, we represent the arguments by their abstract 
types
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Related Work

• Semantic Role Labeling (SRL)
▫ Use a lexicon to define the semantic roles of the 

arguments of that verb.

 e.g. FrameNet, PropBank or ReVerb

 Eat  IngestionIngestibles
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Related Work

• Semantic Role Labeling (SRL)
▫ Limitations: 

1. Human annotation is required, which limits their 
scales.

2. The frames are course-grained: unable to distinguish 
between two close senses.

3. Semantic roles in SRL are used as labels only: no 
relationships among the labels; not computable
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Related Work

• ReVerb
▫ It is an open information extraction system to 

discovers verb triples from web.

▫ It is too fine-grained.

▫ It is lack of abstraction: 

 a system powered by ReVerb will not recognize a 
verb and its arguments unless ReVerb has this triple 
in the knowledge.
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Related Work

• Selectional Preference (SP)

▫ With a taxonomy, SP can produce a ranked list of 
concepts that are the most appropriate subjects or 
objects of a predicate verb.

▫ The definition of selectional association:

𝐴 𝑝, 𝑐 =
Pr 𝑐 𝑝 𝑙𝑜𝑔

𝑃𝑟(𝑐|𝑝)
𝑃𝑟(𝑐)

σ𝑐′∈𝐶 𝑃𝑟 𝑐′ 𝑝 𝑙𝑜𝑔
𝑃𝑟(𝑐′|𝑝)
𝑃𝑟(𝑐′)
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Related Work

• Selectional Preference (SP)

▫ The limitations:

1. Not consider the diversity of concepts, which may 
give a list of concepts with the same meaning.

2. It assumes every argument to the verb is correct 
and contributes to the selectional strength, but 
action instances obtained by parsing are often 
noisy and contain errors.
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Problem Definition

• Informal Definition
I. Given a collection of argument instances (either 

subjects or objects) for a verb;

II. Pick k concepts from the taxonomy that subsume as 
many instances as possible, which is equivalent to 
maximizing the likelihood of the corpus.

III. We would like these k concepts to have little overlap 
against each other.
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Problem Definition

• Informal Definition

▫ Intuition

 Each of the k selected concepts represents a unique 
semantic and the k concepts collectively cover 
majority of the uses of that verb.

▫ Example

 Argument Instances: 

 wear/{t-shirt, hoodie, hat, bracelet, ear ring, pink}

 Argument Concepts:

 wear/{clothing, accessory, style}
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Problem Definition

• Taxonomy
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Problem Definition

• Definition 1. Overlap: 

▫ The overlap between two concepts is 

𝑂𝑣𝑒𝑟𝑙𝑎𝑝 𝑐1, 𝑐2 =
𝐸𝑐1∩𝐸𝑐2

𝑚𝑖𝑛 𝐸𝑐1 , 𝐸𝑐2

where 𝐸𝑐 is the set of all entities covered by 
concept 𝑐 in the taxonomy.
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Problem Definition

• Definition 2. Concept Graph 𝐺 = 𝐶, 𝐿,𝑊 : 

▫ 𝐶 is the set of concepts

▫ 𝐿 is the set of edges between two concepts. An 
edge 𝑙𝑐1,𝑐2 between 𝑐1 and 𝑐2 exists when overlap 

lower than a threshold.

▫ W stands for weights for each concepts in the 
graph, which represents the quality of the concept 
with respect to the verb.
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Problem Definition

• Definition 3. Concept Weight 𝑤𝑣(𝑐): 
▫ The naïve method is counting the number of 

argument instances it subsumes according to the 
isA taxonomy (baseline).

▫ But all argument instances of a verb are not of 
equal importance, so we define Quality Function
𝑄𝑣(𝑒)

𝑤𝑣(𝑐)= 

𝑒∈{𝑒|𝑒 𝑖𝑠𝐴 𝑐}

𝑄𝑣(𝑒)
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Problem Definition

• Definition 4. Argument Conceptualization: 

▫ The problem is transformed to finding the k-clique 
with maximum combined weight.

▫ It is proved to be NP-Complete.

16



Approach

• System Overview
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Approach

• Argument Weight Computation

▫ Entropy

 Dependency Parser may lead to errors.

 But, some errors follow certain patterns.
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Approach

• Argument Weight Computation

▫ Entropy

 If an argument is incorrect due to parsing, it is often 
extracted from just a few patterns.

 Conversely, if an argument is correct for the verb, it 
should appear under different patterns.
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Approach

• Argument Weight Computation

▫ Entropy

 We define a pattern as a subtree in the dependency 
tree according to the following rules:

 The argument and one of its child:

{𝑃𝑂𝑆𝑎𝑟𝑔, 𝐷𝐸𝑃arg, 𝑃𝑂𝑆𝑐ℎ𝑖𝑙𝑑, 𝐷𝐸𝑃𝑐ℎ𝑖𝑙𝑑}

 The argument and its sibling:

{𝑃𝑂𝑆𝑎𝑟𝑔, 𝐷𝐸𝑃arg, 𝑃𝑂𝑆𝑠𝑖𝑏, 𝐷𝐸𝑃𝑠𝑖𝑏}
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Approach

• Argument Weight Computation

▫ Entropy

 For each argument e of verb v, we collect the set of 
its patterns 𝑀𝑒,𝑣, and an argument that appears in 

more patterns has higher probability to be correct, 
and thus has higher quality.

 We use the entropy to measure the correctness:

𝐸𝑛𝑡𝑟𝑜𝑝𝑦𝑣 𝑒 = − 

𝑚∈𝑀𝑒,𝑣

𝑃 𝑚 𝑙𝑜𝑔𝑃(𝑚)
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Approach

• Argument Weight Computation

▫ Mutual Information

 A measure can capture the strength of mutual 
connection between two terms.

 E.g. “eat thing” and “eat fruit”

 We use binary version of MI

𝑀𝐼𝑣 𝑒 = ቐ
1 𝑖𝑓 𝑝 𝑣, 𝑒 𝑙𝑜𝑔

𝑝(𝑣, 𝑒)

𝑝(𝑣)
> 0,

−1 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
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Approach

• A Branch-and-Bound Algorithm

▫ The Branch

 Generate a decision tree

 The nodes at each level represent the decision to 
include a concept in the solution or not.

 A path in the tree is a candidate solution.

23



Approach

• A Branch-and-Bound Algorithm

▫ The Bound
I. ISCLIQUE

 The current path must be a clique with the size no 
lager than 𝑘.

II. BOUND

 Maximum possible score is larger than current 
best score.
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Experiment

• Experiment Setup

▫ IsA taxonomy

▫ The dataset
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Experiment

• Conceptualization Results
▫ three English speakers to annotate whether the 

concepts generated by AC, BL and SP are the correct 
abstraction of the verb’s arguments
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Demonstration

• Action Results
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Experiment

• Argument Identification
▫ use the inferred argument concepts to examine 

whether a term is a correct argument to a verb in a 
sentence
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Experiment

• Demo System
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Conclusion

• Argument instances parsed from raw text

• Abstract into concepts that is:

▫ Human readable

▫ Machine computable

▫ Representation of the verb

• Shows good results in argument identification

• More NLP tasks such as WSD, similarity…
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