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MKG: billions of entities with rich relationships

A small portion of the schema graph



How to serve knowledge?

Table + column indexes

Free text search

Native graph exploration

Knowledge 
data, e.g.

Triplets/RDF

Column Index



Complexity of the knowledge graph



Multi-typed entities

123 mso/type.object.name “Pal”

123 mso/type.object.type mso/organism.dog
123 mso/organism.dog.breeds “Collie Rough”

123 mso/type.object.type mso/film.actor
123 mso/film.actor.film 789
789 mso/type.object.type mso/film.film
789 mso/type.object.name “Lassie Come Home”

“Pal”



Modeling multi-typed entities in a strongly-typed manner
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Get the DOB of entity 12345

Strongly-typed data access



Get the films of actors co-starring with entity 12345

Strongly-typed data access



Storage architecture
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Query knowledge via graph exploration

Knowledge Serving Services/APIs

Distributed
In-memory Graph

film
director

actor

External Storage



Knowledge serving interfaces











Multi-hop relation search in knowledge graph



Relation search in a large knowledge graph

Real-time relation search over billions of facts

video



Multi-hop relation search in knowledge graph



Applications of knowledge serving services



Multi-hop Relation Search

Discover the hidden relations between entities

Enable more than what entity indexes can support

Entity A              Entity B 

Relation search in knowledge graph



A real-life relation search scenario

A News Headline

Tom Cruise Admits Katie Holmes Divorced Him To Protect Suri From Scientology 

1 Tom Cruise – people.person.marriage – (marriage ) – time.event.person – Katie Holmes

2 Tom Cruise – people.person.children – (Suri Cruise) – people.person.parent – Katie Holmes

3 Tom Cruise – film.actor.film – (Bambi Verleihung 2007) – film.filmactor – Katie Holmes

4 . . .



Search results of Bing



Search results of Google



Entity disambiguation and type resolving

Who are the advisees of Michael Jordan?
Michael Jordan (footballer) (born 1986)
Michael-Hakim Jordan (basketball player) (born 1977)
Michael Jordan (Irish politician)
Michael I. Jordan (Professor) (born 1957)
....

Which Michael?

mso/education.academic.advisees8234993200123 "Andrew Ng"

mso/type.object.name8234993200123 “Michael Jordan"

mso/people.person.profession8234993200123 “Professor"

http://en.wikipedia.org/wiki/Michael_Jordan_(footballer)
http://en.wikipedia.org/wiki/Michael-Hakim_Jordan
http://en.wikipedia.org/wiki/Michael_Jordan_(Irish_politician)
http://en.wikipedia.org/wiki/Michael_I._Jordan


Discover linking entities

Given three entities “Kate Winslet”, “Billy Zane”, and “James Cameron”

Kate Winslet

James Cameron

Billy Zane

Titanic

mso/film.film_director

Actor

Film

Director

Actor

Resolved Entity Types



Discover linking relations

Given two entities “Vietnam Veterans Memorial” and “The Monument 
to the People's Heroes” 

Vietnam Veterans Memorial

The Monument to the People's Heroes

architect_by
Maya Lin Huiyin Lin

niece architect



How can we make it fast enough

• Big data
• emm, we have a large variety of tools available 

• But, how do we handle “big schema” …



Big Schema



How can we make it fast enough

• Big data
• emm, we have a large variety of tools available 

• But, how do we handle “big schema” …
If we treat everything as texts and build indexes for these piles of words

• Inefficient data processing (weakly-typed system)
• Limited search functionality we can provide



Beat Big Schema with …



Beat Big Schema with …



Beat Big Schema with …

Big Code!



• Generated lines of code for Freebase: 
8,868,163

• Bytes of code: 446,747,058

Freebase Graph:



What is the huge amount of code for?

• Provides extremely fine-grained data access methods best matching the data



A brief introduction to the underlying
knowledge serving infrastructure

Trinity Graph Engine



What Trinity Graph Engine is

Computation Engine

Storage Backend

Analytics
Query 

Processing

Graph Algorithms

Programming Interfaces

Trinity
Graph
Engine

A general graph processing stack



System stack



Design rationale of memory cloud

Fast random 
access 

Parallel 
computation

Low latency online query
processing

High throughput offline 
analytics

Memory 
cloud

Random 
access 

challenge

RAM capacity 
limit of single 

machine



Design philosophy
Not a one-size-fits-all graph system, but a graph engine

Flexible data and computation modeling capability

Trinity can morph into 

a large variety of graph processing systems 

Trinity  =  Graph Modeling Tools +
Distributed In-memory Data Store  + 
Declarative Programming Model



Trinity is a highly extensible graph computation engine.



Diversity challenges in graph computing

• Online query processing 
• Shortest path query
• Subgraph matching query
• SPARQL query
• …

• Offline graph analytics 
• PageRank
• Community detection
• …

• Other graph operations
• Graph generation, visualization, 

interactive exploration, etc.

Diversity of graphs Diversity of computations

Why is extensibility important?



High extensibility via Trinity Specification Language

• Due to the diversity of graphs and the diversity of graph applications, 
it is hard to efficiently support various graph computations using a 
fixed graph model and fixed computation paradigms. 

• Instead of using a fixed graph model and fixed computation 
paradigms, Trinity allows users to specify graph model and distributed 
computation protocols via a declarative language called TSL (Trinity 
Specification Language).



Trinity Specification Language

TSL

OMG

IDL

Graph Modeling

Google

ProtoBuf

Data interchange 

Format Specification

ICE

Slice

Message Passing

Modeling



Modeling a simple movie and actor Graph



Runtime object (C#, Java, etc.)

• User friendly manipulation interfaces
• int id = object.Id; or object.inlinks[0] = 3242;

• Large memory overhead
• An empty c# runtime object requires 24 bits on 64-bit system and 12 bit on 

32-bit system

• Object cannot be referenced across machine boundary

• Costly serialization and deserialization

45



Trinity Cell

• User-specified data schema (strongly-typed)

• Compact (blob)

• Globally addressable 

• Zero serialization/deserialization overhead
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vs.

Blob vs. runtime object

Economical and efficient Easy to use



TSL-enabled cell accessor: efficient and user-friendly



Modeling message passing



Why TSL?

• TSL allows users to define graph schemata, and communication 
protocols through declarative interfaces.

• TSL makes Trinity memory cloud beyond a key-value store
• Users are allowed to freely define the data schema 

• TSL makes message passing programming ever so easy
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Graph Engine 
Core  APIs

TSL Compilation 
System

Graph Engine

TSLib

Extension APIs

Graph Engine API Stack

Graph Engine Applications or 
System Modules/Extensions

High extensibility

With the TSL subsystem, Trinity 
can morph into a large variety 
of graph processing systems.



Strengths of Graph Engine

• Solid technology accumulation in parallel large graph processing
• Stabilized for a few years

• Seamless integration with Visual Studio and Azure
• Offers developers the best experience in both development and deployment

• Unique capability with rich features
• The first cloud-ready distributed engine for real-time graph processing



Seamless integration with 
Visual Studio and Azure

Graph Engine SDK for Visual Studio 



Graph Engine Website

http://graphengine.io



Online Manual

http://graphengine.io



Thanks!
http://www.graphengine.io/


