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Preliminaries

\is-a
Ais-a, (is-a-subtypeof or is-a-subclas=of).

AThisdefines which objects are classified by which class.

A For example, ForBxploreris-a-subclassof 4-WheelDrive Car,
which in turnis-a-subclassof Car

AHypernym& hyponym, concept and entity car
AappleisAfruit, or hyponymn(apple, fruit) | 1 |
Afruitisl LILIbySe@ddm/concepi(superclass) 2 wee -

Aappleis T NXypbrQré/entity (subclass)
A Here the “entity” may be a “sudoncept’

ATaxonomy

AThe addition ofisarelationships creates @mxonomy a tree-
like structure

AWe simply call a node in the taxonomy (entity or concept) a
term, it is a word or a phrase.

ForD FORD
BRONCO EXPLORER

Fromx https://en.wikipedia.org/wiki/Ontology components


https://en.wikipedia.org/wiki/Is-a
https://en.wikipedia.org/wiki/Subclass_(computer_science)
https://en.wikipedia.org/wiki/Taxonomy_(general)

Whytaxonomyis soimportant

AUnderstandaninstance

AiphoneisAsmartphoneenables machine to understand the search intent of
iphone(i.e. smart phone).

AEntityrecommendation

Agalaxy s4 is&martphonefurther allows to recommend the related keyword
galaxys4

AMany applications
Amachine translation
Aquery expansion
Adocumentclassification
Adata cleaning
Aentity resolution
Ainformation integration



DataDrivenvsHandCrafted

AManually constructed knowledggraph
AExamples: WordNeCyc
ASize:Small (Huge human cost)

AQuality: Almosperfect (Each relation is checked by expects)

AAuto-constructed knowledggraph
A Automatically extracted from huge web corpus
AExamples: Probas®ikiTaxonomyetc
ASizeHuge (From huge corpus)
AQuality:Good 6 ¢ KS | OOdzN} 08 Ol yQi NBIF OK wmn.

A Because of the huge size, there are many wrong facts



Probase

webscale taxonomy derived from web

AA .
' pagesby Hearst linguistic patterns

Ad ¥amous basketball playesuch asvichae

JordanX €

Adomestic animalsuch asatsand

presidents governoi

dogs...
AChinais adeveloping country
ALifeis a box othocolate
A10M terms,and 16M isAelations
AProbabilistic knowledge base

people
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speaket® Etakenoldd §.°uD
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politician:
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rs ministers mayors senators legislators

politicians

George W. Bust0.0117

Bill Clinton, 0.0106
George H. W. Bush, 0.0063

president . .
s Hillary Clinton, 0.0054

Bill Clinton, 0.057

George H. W. Bush, 0.021
George W. Bush, 0.019

https://www.microsoft.com/enus/research/project/probase/



Pipeline and our works



Pipelineof KGconstruction

Extraction |
w Endto-end Cost:CostlyHuman Correction |
wDomain  Efforts W Graphstructﬁ?@a“t”é
specific basedcorrectiofngdata
- - -
Completion Quality
Missingdata

w Collaborative
filtering based
completion

w Transitivity
Inferencebased
completion



Missing isAelationships

AMany valid isArelationships arenissingin thetaxonomy

Aibi g UK super mar kePrabaseas no hyperny.

AData sparsity, the rel at ioo raspdi Ipl ibe
pl aceo rarely appears explicitly

Adstevee 2 @des notO2y y SO0 (1 204KEADFYOEBIE d
ACommon sense, it 8o obvious to be mentioneth texts

AMissing isA relationships break theference

public place

missing link

big UK
supermarket

billionaire
entrepreneur //
m

issing link

/
/

b steve jobs




Errors in automatically constructéakical
taxonomies

AWrongisA relations in Probase:

AErrors in corpus
AaXYF1S tasSEBGAGHPE OA 8 XE
A leadsto 'exciting cityQ ~ Pari€d W
AErrors made bynformation extraction algorithms

AHow to detect errors in automatically constructed lexical

taxonomies?

Entity isA Concept Entity isA  Concept
exciting city  isA paris battery  isA fuel cell
automobile isA lead acid battery cause isA tsunami
music video  isA youtube video sweel isA glucose

world cup isA football grape isA purple
college isA baskethall juice isA tomato

Table 1: Examples of incorrect isA relations in Probase



Challenges



Characteristics of da@riven
taxonomiesand challenges

Web-scale
AThey usuallgontain millions oferms and tenof millions of iSA relationships
Alt is a greathallenge for the scalability of solutians

ANoise
A Someexisting isA relationships averong, and misleading.

Aln Probasg gefmany  Alatin américanO 2 dzy i NE ¢ ® yF S Nmc& K
isAdatin americanO 2 dzy tod\NE €

AHowto prevent the inference from theoisyrelationship®

AAmbiguity.
AA lexical taxonomy such as Probases not distinguish thdifferent sense®f a
term.
AForSEL YLI S5 &l hypaingnis2 K| GO DRLIKY & ¢ | Yy RVe & T
Ol yy2u dzaS al LILJI S¢ AQ!'nMaD2NLY §dé U 2
Alvn general, the multiple senses mattee inferenceof truly missing hypernyms more
RATUOdzt U @



Find Missing ISA via Transitivity



Transitivity in taxonomies

One orf the most important properties of thBxample 1 IsEinsteina scientist?

ISA relationshipiransitivity hyponym(einstein, physicist)
_ o hyponym(physicist, scientist)
AIn humancrafted taxonomies, transitivity is= hyponym(einstein, scientist)

taken for granted . | .
) i i . Example 2 /sEinsteinaprofession?
AExampIe 1 Is Einstein ascientist? hyponym(einstein, scientist)

. . ) hyponym(scientist, profession
Aln datadriven lexical taxonomies, o hypyon(ym(é instein brofess iol)
transitivity does no.t alW_ayS hold _ Example 3 Isa car seat apiece of furniture?
AExample 2 Is Einstein a profession? hyponym(car seat, chair)
- hyponym(chair, furniture)
AExample 3 Is a car seat a piece of

# hyponym(car seat, furniture)

I ? . .
furniture” If we can determinén which cases
In a datadriven lexical taxonomy, when  transitivityhold, we can generate many
the transitivity hold3 puLES L 'SA‘e'at'(:,”s' -
albertsons supermarket, ... large store
: . consumer
1pod touch mp3 player, ipods, ... electronics
IEIE"FI.S]D“ display device, ... device
monitor -
shampoo cosmetic, cleaning agent ... daily good
linkedin social network, website, ... | web service




Challenges

Alt is not a trivial task to tell whether transitivity holds in a dditixen
lexical taxonomy

ANaive approach: enforce word sense disambiguation, just as WordNet
does
APerforming word sense disambiguatioedstlyin a huge lexical taxonomy

ADividing the meaning of a word into finite and discrete senses is not always
possible
A chair includes office chair, bench, stool, car seat, etc.



Problemstatementandbasic idea

AProblem statement:

Alnput: for a given triple <A,B,C> in Probase satisfyingiyyaonym(A, B) and
hyponym(B, C)
AOutput: judgewhether hyponym(AC) iscorrect or not

AOur idea
A A supervisedvinary classificatioproblem

AOur works:
AHow to build thelabeleddatase®
AHow todesigneffective Feature®



Construction of théabeled dataset

HODbjective

ACollect ground truths about transitivity
ASource

AWordNet contains hypernymyponym relations among synsets.
AExample

AThe wordtank has two synsets in WordNet.

Atank 1 = storageank,tank 2 = armytank.
Aln WordNet,

Ahyﬁ_orll%m(water tank, tank 1), hyponymiank 1, vesse), hyponymtank 2 , military
vehicle

AThen avater tank, tank, vesset is positive, water tank, tank, military vehicle>
IS negative.

A hyponym(water tank, vessel holds because the two relations use the same sense of tar

A hyponym(water tank, military vehicle) is wrong, because the two relations use different
senses of tank.

A9.9k positive triples and 9.4k negative triples.



Features: inferring transitivifypom
siblings

APrinciple: similar instancedsavesimilar concepts

, scientist — existing relation C — existing relation
! R » missing relation ! . — -+ missing relation
! |I T \

i ! ey LY
7 physicist g > b\

1 ® B T 1 *:h"\-.

1 "-:_"‘“-u_h;--- — HH"‘H., \ .Q:h::h .

I|I \III'. Hﬂ"""-\. -_-----:::?::5.. III -\:II" H.H' \ T o

' newton einstein hawking faraday - “a dq d- dg -~

_ hypo(b) N hypol(c

sibn(t) = |hypo(b) N hypo( :]|7t={a:b:c:}

|hypo(b)|



Featuresinferringtransitivity from
similar concepts

APrinciple:similar concepts have similar instances

military modern |

|
5 H -
¥ weapon WEapon firearm 00000 > C G . C2 ,  C3
.-F;/ _.-":.-.-'"..‘. [ 1 .-"ll-F -~ .-"'"_,.-"f..-__.-"'f.'_
T e MITAT LOMCEpLs _;____f%.f-;,:__‘_“f _"_f_f..f’__l‘__i_“-:"_fifi
? - ;.-’ rd
b A A f;-"
[ Ay
| . P
I| 1 { .-"'-:_.:""-f

— existing relation . g — existing relation
= missing relation ~d = missing relation

ZciEhypE[a._b] Simﬂ[:c? Ci)
hype(a, b)
sime(c1,e2) =1 = (1 = sc(c1,e2)) X (1 — s0(€1,¢2))

se(c1, c2)/s,(c1, c2) is the cosine similarity between c1 and

sim(t) = .t =(a,b, c)

c2’s hypernym/hyponym vectors Pos/Neg Triple sim

Positive | ( physicist. scientist, profession ) | 0.545

Positive | ( ak-47, gun, dangerous weapon ) | 0.406

Negative | ( newton, scientist, profession, | 0.140

positive examples in general have a significantlifegative ( ak-47, gun, combat skill ) 0.035

larger sim than negative examples
g g P Table 1: Examples of similarity feature



Features: inferring transitivity from
sense number

t NAYOALI SY 0Q& | YOATdz2dzda RSIANBS
AUse WordNet for the sense number

Ab is not in WordNet: b is a rare word that is less likely to be ambiguous and has a
unique sense

A6 Aa Ay 22NRbSGY 2S OFly dzaS GKS ydzYyo
denoted by synsets(b)
sp(t) = { synsets(b) b € WordNet;

bt ={a,b,c)

1 otherwise.

ALY FTRRAUA2YI ¢S R2Yy QiU O2y&aARSNJ aSyas

(1) — synsets(b) — f#(b) b & WordNet;
scu(t) = 1 otherwise.
AGKSNB ‘600 RSy20(5a ydzyoSNJ 2F adyasa 2F 6

t=1{a,b,c)



Missingrelationinference

For <A,Cypairthat hasno relation, we needto determinewhether
hyponym(A,Choldsor not

AForthe <A,C>pair, there are many<A, B C>ss.t. hyponym(A, B,
hyponym(B,C)hold
Al £ I & df ferth Paid
A Train a model directly for <A, C>
A Use mean pooling to aggregate the feature vectors from different triples.
AMajority voting
A For all triples t= <A, BC>
A hyponym(A,Cif and only if most;tare predicted to be positive
AWeighted voting
A Sum up the classification scores ogechB,



'in nﬁkl

Effectiveness of features

We uZsamd information gain to

evaluate the effectiveness of the

features used in the classifier.

# Feature X IG% # Feature IG%
| sib, 84450 | 2044 11 PMIan %‘9 09 4.64
2 sy 46164 | 2339 12 Vg 37.07 0.62
3 BT 23599 490 13 fregan 25.61 .53
4 g 158.78 9.40 14 Sy 16.94 0.38
5 fregy 82.09 6.73 15 i 4.90 1.32
[ sih 72.02 1.43 16 Ty 0.74 0.07
7 PMI. 70.20 5.12 17 Treq. 0.44 0.48
8 oy 58.41 8.70 18 freg 0.08 .05
9 fregy: 53.74 1.32 19 U (.08 1.42
10 S0 45.34 1.78

AWe also give CDFs for the top three

features?2ranked:’ (b“b’ia

:I:;D 02 04 06 :-:I.E::;l.ﬂ ;;:I 5
Asib_r(t), sc_b(t), and sim(t) are the @ =t
top features
AThey can clearly separate the positive . *~ &
from negative. oo /N
AThetop 11 features dominatke |
performance os2, 4 )

10 15

(b) scy

Random forest
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Results of Probase completion

) Method Accuracy | Precision Recall F1
TheCOI’_nIOarISOH of the three Binary classifier | 88.7% 902% | 88.2% | 89.2%
strategies and some examples | Maority voting | 912% 92.6% | 904% | 91.5%

Weighted voting 924% 90.1% 96.0% | 93.0%
AWeighted voting has the best FI—— . -
AWElghtEd VOtln@ddedSSGM albertsons supermarket, ... large store
edge.s. to PrObaS_e, with2% ipod touch mp3 player, ipods, ... ;zz;lggss
precision (Samp“ng teSt) tEIEw.SlDH display device, ... device
monitor
shampoo | cosmetic, cleaning agent ... | daily good
linkedin social network, website, ... | web service




Wrong IsA Relation Detection



Errors in automatically constructéakical
taxonomies

Probase: a lexical taxonomy automatically extracted
from web corpora, consisting of tens of millions of ISA

relations
AaX FlLy2dza ol aiSagolftf LI IPCESNER adzOK & aAOK
A dMichael Jordag  Afamous tiasketball playeb ¢

Entity Concept Entity

exciting city r‘.s: paris battery
AWNrong isA relations in Probase jue o i
AErrors in corpus T T —
AaXYl 1 S tasSE@A @ NZ@K OA G ¢ Table 1: Examples of incorrect isA relations in Probase
leads to exciting cityQ  Pari) W
AErrors made bynformation extraction algorithms

Concept
fuel cell

SIRRIRE

AHow to detect errors in automatically constructed lexical
taxonomies?



NaVe approaches

Using frequency
AEach isA relation in Probase has a frequency observed in corpus
APrinciple:smallerfrequency usually means loweeliability

AProblem many false positives
A 78% of isA relationwith frequency 1 are correct.

AUsing external knowledge

Aldea: Enployingexternal knowledge bases to eliminate the conflicts and
improve the quality of the taxonomy
AProblem:low overlap between different KBs

A Probase has 2.7 million concep¥ggadhas only 0.48 million types ar@Bpedishas only 700
types



Intuition of our approach

accessory\ G
o ispf _—
'Observation: There are many errors following this ., o EJA
. isA
pattern: |

A An abstract conceptsAa specific entity

AThe wrong relation and the correct relations tend to

form cycles

AAn ideally correct taxonomy should be a DAG

Examples of cl/g_l'gs

18
exciting 5

»*
isA /
\

crystal

El
isA
i

isA  isA

software

Hypothesis: Cycles are important sources of locating

suspiciouselations

Statistical tests

Size | Have error | Null model | z-score | p-value
2 97% 15% 22.96 <0.0001
3 96% 24% 16.86 <0.0001

More than 95% small cycles contain errors!

Abstract
P

Level

~
Specific

An ideal taxonomy

thing concept

A

device place

[/\
L0 /-

paris

subject

skill
(3
} isA
AN

writing

-

\

communication wrong
isA

excifing city

mobile phone \ apple device
Nexus 5 l iphone &6 . | shanghai




Ageneraimodel

' Input: a graph G(V, E)

Ahdzi LJdzGY | @gNRBy3 SR3IS asSi 90
A Constraint:
AGV,E9QUOL A& | 5! D

A minimize8 « 0 Q,wherew(e)YSI ya SQ& NBfAF 0ACf
ARationality:
ACKS 2dziLldziz oNRYy3I Aa! NBEFGAZY asSid 9
reliability
ACorrect edges (edges with high reliabilgjouldbe preserved
ABreakcycleswith low reliability edges

At KS adzy 2F NBftAIFOAfAGE AY 9Q aKz2dzZ R



Reliabilitymetric- Edgefrequency

AThe edge frequency in Probase (the edge weight in original Probase)

AEdges with high frequency are more reliable than edges with low frequency
A China isAcountry :10723timeslhreliable

A excitingcity isAparis 14 A Y S & unreliable Wy w; range | Accuracy
ATest: Sample and manually judge 1 78%
A lt is effective 2-10 86%
11-100 94%
> 100 100%

Al 26SOSNE 17 YAEEA2Y SRRAS B QivedNobdj dz
compare to each other



Reliabilitymetric- Differenceof
#Hyponyms

Rationality
A Anentity shouldhaveno hyponyms
A A lessspecificconceptshouldhave fewer hyponyms thageneralconcepts

AFor anedge X isA 'Y, if X has many hyponyms but Y has few hyponyms, t
edge is unreliable

Ajuice (173 hyponyms) isA tomato (69 hyponyriisunreliable
A exciting city (2%yponyms) isaris 6 @ K & LJ2 yiareXidraliabley
AThe higherthe more reliable

0.25-

. v 020
Pa(X isA Y) = log (1 + 29PoY)
mo.os
0007250 40 . 60 80 100

Figure 3: Effectiveness of P,



Model 1: Minimumfeedback arc set

ForaG(V, E), finl a dzoa Su
AGV,E9QO Aa&a | 51D
A B . 0 Q isminimized

O Qsuénthat 1 KS S|

AThis is a classical weighed MFAS problemihiie

AApproximate greedy algorithm:
A1 Randomly choose a cycle
A2 Remove the edge in the cycle with minimum weight
A3 Back to Step 1, until there is no cycles

A4 Tryl_to add back edges removed onedmg in the weightdescending order, keeping
acyclic

AMetrics:
A#10(Q Qi 'K
A#20(Q Qi CHzo Q



Model2: AgonyModel

' AgonyModel: Findalevelassignment (I$uchthat

arg mlin Z d(x,y)w(z,y) dz,y) =l(x) — I(y) + 1.

(CU,y)EER

Erp = {(z.y)l(z,y) € E.l(z) 2 l(y)}

First, the more errors incurred, the higher the penalty is.
Secongthe more reliable the edges,the higher the
penalty is.

ABasiddea:A levelarrangemenif a directedgraphimpliesa DAG Thus,
anybackwardedgescanbe identified aswrongedges.

Penaltyfunction:

Alt is adual problem of minimurrcost flow problemsolvedby a network
flow algorithm



Agony-+optimization

e Agony model removes too many edges

ABasic idea:

A After we remove some edges, sorbackward edgewill not be in a cycle any
more

AAgony+
ASort allbackward edgeby the I(y - I(X) and weight with ascending order
Ai.e.edges witharge level difference hdsigh priority removed
ARemove each edge one by one

Alf one edge is not in a cycle any more, this edge will be skifyilichot be
removed)




Evaluation results on Probase &
WikiTaxonomy

Precision & recall:

AThe Agony+#2 model achieves the highest precision and a relatively higher recal
Probase

ARunning time:
AOur methods can process watnle taxonomies in acceptable time.
AThe performance of MFAS model is better than that of Agony (Agony+)

AOur method removes nea4thousand wrong relations with high precision
iIn Probase.

WikiTaxonomyesults Probase results

Setting | Time | #result | Truly wrong | Precision Setting Time | #removed | Precision # truly wrong

MFAS | ~lsec | 108 100 92-6? Baseline | 3min 281.1K 71.0% 199.5K
:gﬂ :::sz :rl}g :gf 99;_'5]; Baseline+ | 1.1n | 260.7K 723% | 188.5K (94.5%)
MFAS#] 1.5h 67.1K 86.0% 57.7K (28.9%)
MFAS# | 10.6h 68.7K 50.7% 62.3K (31.2%)
) .. Agony#1 43h 89.5K 83.7% T4.9K (37.5%)
Our solutions are effectivein both Agony®2 | 89h | 1023K | 847% | 867K @34%)
Probase and/\/lleaxonomy Agony+#l 43h 55.0K 83.7% 47 1Ki(23.6%)
Agony+#2 | 8h 742K 91.3% 67.7K(33.9%)




Inferring MissindLinks via
Recommend Systems



Oursolution: basic idea

Acol | abor at i basedinfereneimgiercch a(nGCFB)m t o
relationships irProbase
ATerms with similar semanticstend to share hypernyms/hyponyms in an isA

taxonomy.
Afi cearaimuat o mo bsinlila id meaning; theghare many hypernyms and
hyponyms; manyinks aremissingl i k e A aai tscAmadilbwihveleicle boa s e
A CF is a naturahoice to solve our problem. “high-value item”, and 276 -
. A = _ ~ ~ _ more common hypernymg
A CFsgeneraland SEA 0t S Sy 2 dzgIET - "
ECIE machine

us to optimize each basic component
wheelbase
automobile

W’ \ / zephyr
“audi a8”, and 50 more
common hyponyms 4

lincoln



Our Chkbhased framework

Aniterative framework

A For each ternc Algorithm 1 CF-based Missing isA Relationship Finding

AFind topKterms that are similar te!wut: Tasoromy 7' parameters K. 0

1: while iteration < max_iteration do

ASet eacthypernym b) of thesetop- 2 foremcerdao — |
K terms butt asa candidate 3: gg;g;gi;;g-g thula;ferms o haele):
hypernym . Rank candidates in C{fafditc?:;(t?(cj by a scorin;g function f;

ARan kcand|date hypern ms b ¢ d[ipdate T by attaching c to any = € Candidate(c) s.t. f(z) > 6;
ag gregatlng the VOteS rom t ep'K 8 iteration < iteration + 1;

similar termsby a scoringunction 9 end white

+

o L

AAdd the candidatewith a score - | | GRddEEE ]
larger than ahresholdasthe b

missing hypernymsf c L L ?_7\\_

—
[y
N

-
=

4

AT(Qis theintersection ofcQd  SEAAGAY I 7 (s . (s
hypernyms andQa & A Y AHygeymd S NI & ¢ feco
A Usedfor the frequency of newly discovered isA |
relations and the threshold



The challenges of the framework

Imilarity metric.

AWe need an effective semantgimilarity metrici 2 Uy R &AYAf | NJ G
A Since Probaskas ambiguousvords orphrases, and noisy or missing isA
relationships, it is not easy.
ARelationship frequency

AlIn Probase, each is#lationship isassociated with a frequency that the
relationship isobserved froncorpora.

AThefrequency is critical for the successtigage.

AWe still need great efforts to estimatn appropriatefrequency for the
predicted missingelationships.

AParameter tuning.
AK (used for the selectioof the similar concepts of c)
Ag (used for theselectionof Uy I Yiypériykyy 3
AEfficiency

AProbasehas millions of terms and tens ofillions of relationships.
AAGGNI AGKOF2NBIFNR azftdziAzy Aa yz2ad STU



Similarity metrics

AOur similarity metric =f (Jaccard metric, Random walk metric)

has high precision, because in i

5L NES G E2y2 has high recall, because it

explores a much larger
neighborhoods.

overlap of direct neighbors is a
strong signal indicating similarit




Similarity metrics: Jaccastmilarity

We use Jaccarsimilarity as a direct measure of similarg/two terms.

ATwo terms that are similar to each other ofteave manycommon
hypernyms/nyponyms

A2S 02YLJziS GKS WFOOFNR aAYAf I NAG
hyponym set.
AWe further use a noisgr modelto combine the twoscores

A Rationale of noisyr: UNnv| UNv|

V) = =
A Eachindividual similarity JaeedlUV) = 10V T Ul V= U n V|
signal tends to ba&veak
dueto the fact that there Je(cr, c2) = Jacc(hype(cy ), hype(c2))

are many missing links Jo(c1, c2) = Jace(hypo(cy), hypo(cz))

A 3 maybe too small jace(er,e2) = 1= (1 = je(er, c2)) - (1 = jo(er, c2))



Similarity metriczandom walk
similarity

Adaccardt A YA T F NAGeée 2yte t221a isd I 0
hypernymsand hyponym}
Adsl SN RSyasS FT22Ré¢ I yewcomi&mheighbsin F 2 2
Probase and their Jaccard similaigy0.004
ABut theyare similar and they actually haweany indirectneighbors

No shared hypernyms!

healthy
food

..,

water
dense food

R T
Nl vegetable »
- -—f/ MHHH -~ /
)
>
banana



Similarity metrics: random walk
similarity

se random walk to get the feature vectors of each term
ALetN be the number of terms in the taxonomy.
AFor eachterm c, we construct a vectar(c)of 2Ndimensions

Alt is theresult of concatenating the random walk vectors starting alongtwo
different edgedirections

ARandom walk:

AEach item of/ 0 isthe probability that a certaiterm isreached starting from c after
steps of random walk

L) :
AWe.use Mb) for the final feature vector <) _ lg(ﬂ} N l.ugii-lJ
Ai.e. only walks L steps c 9 e gt te
A We findthat tiny updates happen after L2 thus we use L = ¢
AAnNd finally, we use cosine of V(c1) and V(c2) as thesiR\larity of c1 and
c2

-
1’ Cl - I’fCE

Ve, [ Vea I

rw(ecr,c2) =



Similarity metrics: combine two
metrics

!Oa:, cs(ci.co) = Fg(jace(er.eo).rw(ey.ca))
We sef C® @ (1+ 3%) - jace(er, ca) - rw(eyr, c)

32 jace(ey.ca) + rw(ey. ca)

AWe use WordSim358imilarity to find this best

AFor each ternmair in this dataset, we compute our combined metrics with
different setting

AtKSY S O2YLWziS GKS tSINR2YQa NI 6Si(¢

0.48-

" : g B Metric Pearson’s r
A 08 IS better _0.46 / EJ_ZQE' S .. Jaccard 0.382
than other £ 0.4+ R | RW Vector 0.339
' ' o Geometric Mean 0.448
combinations E 0.42 5 \\HHH' Arithmetic Mean 0.389
“0.40 / . | Harmonic Mean(F}) 0.436
0.38, /,f" ! Fs 35 0.473




Similarity: case studies

synonyms
AGOI NE FTYREGIWEaRIZY20AT S
similarity is 0.33
AOUrYSUNARO A& FofS 02 UYR
concepts
Adweb applicatiorif NI Y S B2NLE Y R
dmvcframeworkk W& &AYAf I NARGEe A&
0.16

AOUrYSGNRO A& ofS G2 UYR
entities
Acstevejobs | YR &0 AMat I GSa
similarity is 0.37
AHere are more cases that finding
top-5 similar terms.

aAYAt |

aAYAt |

NJ

NJ



