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Preliminaries

Åis-a
Åis-a, (is-a-subtype-of or is-a-subclass-of). 

ÅThis defines which objects are classified by which class. 
ÅFor example,  Ford Exploreris-a-subclass-of 4-Wheel Drive Car, 

which in turnis-a-subclass-of Car 

ÅHypernym& hyponym, concept and entity
Åapple isAfruit, or hyponym(apple, fruit)

Åfruit is ŀǇǇƭŜΩǎhypernym/concept (superclass)

Åapple is ŦǊǳƛǘΩǎhyponym/entity (subclass)
ÅHere the `entity` may be a `sub-concept`

ÅTaxonomy
ÅThe addition of isa relationships creates ataxonomy: a tree-

like structure

ÅWe simply call a node in the taxonomy (entity or concept) a 
term, it is a word or a phrase.

Fromχhttps://en.wikipedia.org/wiki/Ontology_components

https://en.wikipedia.org/wiki/Is-a
https://en.wikipedia.org/wiki/Subclass_(computer_science)
https://en.wikipedia.org/wiki/Taxonomy_(general)


Whytaxonomyissoimportant

ÅUnderstandaninstance
ÅiphoneisA smart phoneenables machine to understand the search intent of 

iphone(i.e. smart phone). 

ÅEntityrecommendation
Ågalaxy s4 isA smart phonefurther allows to recommend the related keyword 

galaxy s4

ÅMany applications
Åmachine translation

Åquery expansion

Ådocument classification

Ådata cleaning

Åentity resolution

Åinformation integration



DataDrivenvsHandCrafted

ÅManually constructed knowledgegraph
ÅExamples: WordNet, Cyc

ÅSize: Small (Huge human cost)

ÅQuality: Almost perfect (Each relation is checked by expects)

ÅAuto-constructed knowledgegraph
ÅAutomatically extracted from huge web corpus

ÅExamples: Probase, WikiTaxonomy, etc

ÅSize: Huge (From huge corpus)

ÅQuality: Good ό¢ƘŜ ŀŎŎǳǊŀŎȅ ŎŀƴΩǘ ǊŜŀŎƘ млл҈ύ
ÅBecause of the huge size, there are many wrong facts



Probase

ÅA web-scale taxonomy derived from web 
pagesby Hearst linguistic patterns
ÅάΧfamous basketball players such as Michael 

Jordan Χέ  

Ådomestic animalssuch as catsand 
dogs... 

ÅChinais a developing country. 

ÅLifeis a box of chocolate. 

Å10M terms, and 16M isA relations

ÅProbabilistic knowledge base

politicians

people

president
s

George W. Bush, 0.0117

Bill Clinton, 0.0106

George H. W. Bush, 0.0063

Hillary Clinton, 0.0054

Bill Clinton, 0.057

George H. W. Bush, 0.021

George W. Bush, 0.019

https://www.microsoft.com/en-us/research/project/probase/



Pipeline and our works



Pipelineof KGconstruction

Extraction

ωEnd-to-end

ωDomain
specific

Completion

ωCollaborative
filtering based
completion

ωTransitivity
inferencebased
completion

Correction

ωGraphstructure
basedcorrection

Cost:CostlyHuman
Efforts

Qualityχ
Missingdata

Qualityχ
Wrongdata



Missing isA relationships

ÅMany valid isA relationships are missingin the taxonomy

Åñbig UK supermarketò has no hypernyms in Probase

ÅData sparsity, the relationship between ñbig UK supermarketò and ñpublic 
placeò rarely appears explicitly

ÅάsteveƧƻōǎέ does not ŎƻƴƴŜŎǘ ǘƻ ǘƘŜ ŎƻƴŎŜǇǘ άōƛƭƭƛƻƴŀƛǊŜέ

ÅCommon sense, it is too obvious to be mentioned in texts

ÅMissing isA relationships break the inference



Errors in automatically constructed lexical 
taxonomies

ÅWrong isA relations in Probase:
ÅErrors in corpus
ÅάΧƳŀƪŜ tŀǊƛǎ ǎǳŎƘ asŜȄŎƛǘƛƴƎ ŎƛǘȅΧέ 

Åleads to 'exciting cityΩ ƛǎ! ΨParisΩ

ÅErrors made by information extraction algorithms

ÅHow to detect errors in automatically constructed lexical 
taxonomies?



Challenges



Characteristics of data-driven 
taxonomiesand challenges

ÅWeb-scale. 
ÅThey usually contain millions of terms and tens of millions of isA relationships. 

ÅIt is a great challenge for the scalability of solutions.

ÅNoise. 
ÅSome existing isA relationships are wrong, and misleading.

ÅIn ProbaseΣ άgermanyέ ƛǎ! άlatin americanŎƻǳƴǘǊȅέΦ ²Ŝ ƳƛƎƘǘ ƛƴŦŜǊ ǘƘŀǘ άfranceέ 
isA άlatin americanŎƻǳƴǘǊȅέ too.

ÅHow to prevent the inference from the noisy relationships?

ÅAmbiguity. 
ÅA lexical taxonomy such as Probase does not distinguish the different senses of a 

term. 

ÅFor ŜȄŀƳǇƭŜΣ άŀǇǇƭŜέ Ƙŀǎ ōƻǘƘ hypernyms ƻŦ άŎƻƳǇŀƴȅέ ŀƴŘ άŦǊǳƛǘέ ƛƴ tǊƻōŀǎŜΦ We 
Ŏŀƴƴƻǘ ǳǎŜ άŀǇǇƭŜέ ƛǎ! άŎƻƳǇŀƴȅέ ǘƻ ƛƴŦŜǊ άǇŜŀǊέ ƛǎ! άŎƻƳǇŀƴȅΦέ 

ÅIn general, the multiple senses make the inference of truly missing hypernyms more 
ŘƛŦŬŎǳƭǘΦ



Find Missing isA via Transitivity



Transitivity in taxonomies

ÅOne of the most important properties of the 
isA relationship: transitivity. 

ÅIn human-crafted taxonomies, transitivity is 
taken for granted

ÅExample 1 Is Einstein a scientist?

ÅIn data-driven lexical taxonomies, 
transitivity does not always hold

ÅExample 2 Is Einstein a profession?

ÅExample 3 Is a car seat a piece of 
furniture?

In a data-driven lexical taxonomy, when 
the transitivity holds?

If we can determinein which cases 
transitivityhold, we can generate many 
missing isA relations.



Challenges

ÅIt is not a trivial task to tell whether transitivity holds in a data-driven 
lexical taxonomy

ÅNaive approach: enforce word sense disambiguation, just as WordNet 
does

ÅPerforming word sense disambiguation is costly in a huge lexical taxonomy

ÅDividing the meaning of a word into finite and discrete senses is not always 
possible

Åchair includes office chair, bench, stool, car seat, etc. 



Problem statement and basic idea

ÅProblem statement:
ÅInput: for a given triple <A,B,C> in Probase satisfying that hyponym(A, B) and 

hyponym(B, C)

ÅOutput: judge whether hyponym(A, C) is correct or not

ÅOur idea 
ÅA supervisedbinary classification problem

ÅOur works:
ÅHow to build the Labeled dataset?

ÅHow todesigneffectiveFeatures?



Construction of the labeled dataset

ÅObjective

ÅCollect ground truths about transitivity 

ÅSource
ÅWordNet contains hypernym-hyponym relations among synsets. 

ÅExample
ÅThe word tank has two synsets in WordNet. 
Åtank 1 = storage tank, tank 2 = army tank. 

ÅIn WordNet, 
Åhyponym( water tank, tank 1), hyponym(tank 1, vessel), hyponym(tank 2 , military 

vehicle) 

ÅThen <water tank, tank, vessel> is positive, <water tank, tank, military vehicle> 
is negative. 
Åhyponym( water tank, vessel) holds because the two relations use the same sense of tank. 

Åhyponym( water tank, military vehicle) is wrong, because the two relations use different 
senses of tank.

Å9.9k positive triples and 9.4k negative triples.



Features: inferring transitivity from 
siblings

ÅPrinciple: similar instances have similar concepts



Features: inferring transitivity from 
similar concepts

ÅPrinciple: similar concepts have similar instances 

positive examples in general have a significantly 
larger sim than negative examples



Features: inferring transitivity from 
sense number

ÅtǊƛƴŎƛǇƭŜΥ ōΩǎ ŀƳōƛƎǳƻǳǎ ŘŜƎǊŜŜ ŀŦŦŜŎǘǎ ǘƘŜ ǊŜǎǳƭǘ

ÅUse WordNet for the sense number
Åb is not in WordNet: b is a rare word that is less likely to be ambiguous and has a 

unique sense

Åō ƛǎ ƛƴ ²ƻǊŘbŜǘΥ ²Ŝ Ŏŀƴ ǳǎŜ ǘƘŜ ƴǳƳōŜǊ ƻŦ ǎȅƴǎŜǘǎ ƻŦ ō ŀǎ ǘƘŜ Ŏƻǳƴǘ ƻŦ ōΩǎ ǎŜƴǎŜǎΣ 
denoted by synsets(b)

ÅLƴ ŀŘŘƛǘƛƻƴΣ ǿŜ ŘƻƴΩǘ ŎƻƴǎƛŘŜǊ ǎŜƴǎŜǎ ŎƻǊǊŜǎǇƻƴŘƛƴƎ ǘƻ ŜƴǘƛǘƛŜǎ

ÅǿƘŜǊŜ ʻόōύ ŘŜƴƻǘŜǎ ƴǳƳōŜǊ ƻŦ ǎŜƴǎŜǎ ƻŦ ō ǘƘŀǘ ŎƻǊǊŜǎǇƻƴŘ ǘƻ ŜƴǘƛǘƛŜǎΦ



Missingrelationinference

ÅFor <A,C>pair that hasno relation, we needto determinewhether
hyponym(A,C)holdsor not

ÅForthe <A,C>pair, there aremany<A, Bi, C>ss.t. hyponym(A, Bi), 
hyponym(Bi ,C)hold
Å/ƭŀǎǎƛŬŜǊ of term pairs
ÅTrain a model directly for  <A, C>

ÅUse mean pooling to aggregate the feature vectors from different triples. 

ÅMajority voting
ÅFor all triples ti = <A, Bi, C>

Åhyponym(A,C) if and only if most ti are predicted to be positive

ÅWeighted voting 
ÅSum up the classification scores overeachBi



Effectiveness of features

ÅWe use ɢ2 and information gain to 
evaluate the effectiveness of the  
features used in the classifier. 

ÅWe also give CDFs for the top three 
features ranked by ɢ2

Åsib_r(t), sc_b(t), and sim(t) are the 
top features

ÅThey can clearly separate the positive 
from negative.

ÅThe top 11 features dominate the 
performance



Results of Probase completion 

ÅThe comparison of the three 
strategies and some examples 

ÅWeighted voting has the best F1

ÅWeighted voting added 3.86M 
edges to Probase, with 92% 
precision (sampling test)



Wrong IsA Relation Detection



Errors in automatically constructed lexical 
taxonomies

ÅProbase: a lexical taxonomy automatically extracted 
from web corpora, consisting of tens of millions of isA 
relations

ÅάΧ ŦŀƳƻǳǎ ōŀǎƪŜǘōŀƭƭ ǇƭŀȅŜǊǎ ǎǳŎƘ ŀǎ aƛŎƘŀŜƭ WƻǊŘŀƴ Χ έ ᴼ
ÅάMichael Jordanέ ƛǎ! άfamous basketball playerΦέ

ÅWrong isA relations in Probase:
ÅErrors in corpus
ÅάΧƳŀƪŜ tŀǊƛǎ ǎǳŎƘ asŜȄŎƛǘƛƴƎ ŎƛǘȅΧέ 

leads to 'exciting cityΩ ƛǎ! ΨParisΩ

ÅErrors made by information extraction algorithms

ÅHow to detect errors in automatically constructed lexical 
taxonomies?



Naïve approaches

ÅUsing frequency
ÅEach isA relation in Probase has a frequency observed in corpus

ÅPrinciple: smallerfrequency usually means lowerreliability

ÅProblem: many false positives
Å78% of isA relations with frequency 1 are correct.

ÅUsing external knowledge 
ÅIdea: Employing external knowledge bases to eliminate the conflicts and 

improve the quality of the taxonomy

ÅProblem: low overlap between different KBs
ÅProbase has 2.7 million concepts, Yagohas only 0.48 million types and DBpediahas only 700 

types



Intuition of our approach

ÅObservation: There are many errors following this 
pattern:
ÅAn abstract conceptisA a specific entity

ÅThe wrong relation and the correct relations tend to 
form cycles
ÅAn ideally correct taxonomy should be a DAG

Hypothesis: Cycles are important sources of locating 
suspiciousrelations

More than 95% small cycles contain errors!



Ageneralmodel

ÅRationality:
Å¢ƘŜ ƻǳǘǇǳǘΣ ǿǊƻƴƎ ƛǎ! ǊŜƭŀǘƛƻƴ ǎŜǘ 9ΩΣ ǎƘƻǳƭŘ Ŏƻƴǘŀƛƴ ǊŜƭŀǘƛƻƴǎ ǿƛǘƘ ƭƻǿ 

reliability

ÅCorrect edges (edges with high reliability)shouldbe preserved

ÅBreakcycleswith low reliability edges 

Å¢ƘŜ ǎǳƳ ƻŦ ǊŜƭƛŀōƛƭƛǘȅ ƛƴ 9Ω ǎƘƻǳƭŘ ōŜ ŀǎ ƭƻǿ ŀǎ ǇƻǎǎƛōƭŜ

Á Input: a graph G(V, E)

ÁhǳǘǇǳǘΥ ŀ ǿǊƻƴƎ ŜŘƎŜ ǎŜǘ 9Ω

ÁConstraint: 
ÅG(V, E -9Ωύ ƛǎ ŀ 5!D

ÅminimizeВᶰ ύὩ, where w(e) ƳŜŀƴǎ ŜΩǎ ǊŜƭƛŀōƛƭƛǘȅ



Reliability metric- Edgefrequency

ÅThe edge frequency in Probase (the edge weight in original Probase)
ÅEdges with high frequency are more reliable than edges with low frequency
ÅChina  isA  country    : 10723 times Ҧ reliable

Åexciting city isA paris:  1 ǘƛƳŜǎ        Ҧ unreliable

ÅTest: Sample and manually judge
ÅIt is effective

ÅIƻǿŜǾŜǊΣ т Ƴƛƭƭƛƻƴ ŜŘƎŜǎΩ ŦǊŜǉǳŜƴŎȅ ŀǊŜ мΣ ǎƻ ǘƘŀǘ ǘƘŜȅ ŎŀƴΩǘ 
compare to each other



Reliability metric- Differenceof
#Hyponyms
ÅRationality
ÅAnentity shouldhaveno hyponyms

ÅA lessspecificconceptshouldhave fewer hyponyms thangeneralconcepts

ÅFor an edge X isA Y, if X has many hyponyms but Y has few hyponyms, the 
edge is unreliable

Åjuice  (173 hyponyms)  isA  tomato (69 hyponyms) Ҧunreliable

Åexciting city (29 hyponyms) isA parisόф ƘȅǇƻƴȅƳǎύ Ҧmore unreliable

ÅThe higher, the more reliable



Model1: Minimum feedback arc set

ÅThis is a classical weighed MFAS problem: NP-Hard

ÅApproximate greedy algorithm:
Å1 Randomly choose a cycle
Å2 Remove the edge in the cycle with minimum weight
Å3 Back to Step 1, until there is no cycles 
Å4 Try to add back edges removed one by one in the weight descending order, keeping 

acyclic

ÅMetrics:
Å#1 ύὩ ὪὶὩήὩ
Å#2 ύὩ ὪὶὩήὩ ὖz Ὡ

ÁFor aG(V, E), findŀ ǎǳōǎŜǘ 9Ω ƻŦ ǘƘŜ ŜŘƎŜ ǎŜǘsuchthat
ÅG(V, E ς9Ωύ ƛǎ ŀ 5!D

ÅВᶰ ύὩ isminimized



Model2: AgonyModel

ÅBasicidea:A levelarrangementof a directedgraphimpliesa DAG.Thus,
anybackwardedgescanbe identifiedaswrongedges.

ÅIt is a dual problem of minimum-cost flow problem,solvedby a network 
flow algorithm

ÁAgonyModel:Finda levelassignment (l)suchthat

Penaltyfunction:
First, the more errors incurred, the higher the penalty is. 
Second, the more reliable the edge is, the higher the 
penalty is. 



Agony+ optimization

ÅThe Agony model removes too many edges

ÅBasic idea: 
ÅAfter we remove some edges, some backward edges will not be in a cycle any 

more

ÅAgony+
ÅSort all backward edges by the l(y) - l(x) and weight with ascending order
Åi.e. edges with large level difference hashighpriority removed

ÅRemove each edge one by one

ÅIf one edge is not in a cycle any more, this edge will be skipped(will not be 
removed)



Evaluation results on Probase & 
WikiTaxonomy
ÅPrecision & recall: 

ÅThe Agony+#2 model achieves the highest precision and a relatively higher recall in 
Probase

ÅRunning time: 

ÅOur methods can process web-scale taxonomies in acceptable time.

ÅThe performance of MFAS model is better than that of Agony (Agony+)

ÅOur method removes near 74 thousand wrong relations with high precision 
in Probase. 

Our solutions are effective in both 

Probase and WikiTaxonomy

WikiTaxonomyresults Probase results



Inferring Missing Links via 
Recommend Systems



Our solution: basic idea

ÅA collaborative ýltering (CF) based inferencing mechanism to ýnd missing 
relationships in Probase

ÅTerms with similar semantics tend to share hypernyms/hyponyms in an isA 
taxonomy.

Åñcarò and ñautomobileò are similar in meaning; they share many hypernyms and 
hyponyms; many links are missing, like ñautomobileò isA ñwheelbase vehicle.ò

Á CF is a natural choice to solve our problem. 

Á CF is general and ƅŜȄƛōƭŜ ŜƴƻǳƎƘ ǘƻ ŀƭƭƻǿ 
us to optimize each basic component



ÅAn iterative framework

ÅFor each term c
ÅFind top-K terms that are similar to c
ÅSet each hypernym (h) of these top-

K terms but c as a candidate 
hypernym
ÅRank candidate hypernyms by 

aggregating the votes from the top-K 
similar terms by a scoring function
ÅAdd the candidates with a score 

larger than a threshold as the 
missing hypernyms of c

ÅT(c) is the intersection of cΩǎ ŜȄƛǎǘƛƴƎ 
hypernyms and cΩǎ ǎƛƳƛƭŀǊ ǘŜǊƳǎΩ hypernyms
ÅUsed for the frequency of newly discovered isA 

relations and the threshold

Our CF-based framework



The challenges of the framework

ÅSimilarity metric.
ÅWe need an effective semantic similarity metric ǘƻ ŬƴŘ ǎƛƳƛƭŀǊ ǘŜǊƳǎΦ 

ÅSince Probase has ambiguous words or phrases, and noisy or missing isA 
relationships, it is not easy.

ÅRelationship frequency. 
ÅIn Probase, each isA relationship is associated with a frequency that the 

relationship is observed from corpora. 

ÅThe frequency is critical for the successful usage.

ÅWe still need great efforts to estimate an appropriate frequency for the 
predicted missing relationships.

ÅParameter tuning.
ÅK (used for the selection of the similar concepts of c) 

Åɡ(used for the selection of Ŭƴŀƭ ƳƛǎǎƛƴƎ hypernyms).

ÅEfficiency. 
ÅProbase has millions of terms and tens of millions of relationships. 

ÅA ǎǘǊŀƛƎƘǘŦƻǊǿŀǊŘ ǎƻƭǳǘƛƻƴ ƛǎ ƴƻǘ ŜŦŬŎƛŜƴǘ.



Similarity metrics

ÅOur similarity metric = f (Jaccard metric, Random walk metric)

has high precision, because in a 
ǎǇŀǊǎŜ ǘŀȄƻƴƻƳȅΣ ǎƛƎƴƛŬŎŀƴǘ 

overlap of direct neighbors is a 
strong signal indicating similarity

has high recall, because it 
explores a much larger 
neighborhoods.



Similarity metrics: Jaccard similarity

ÅWe use Jaccard similarity as a direct measure of similarity of two terms.

ÅTwo terms that are similar to each other often have many common 
hypernyms/hyponyms 

Å²Ŝ ŎƻƳǇǳǘŜ ǘƘŜ WŀŎŎŀǊŘ ǎƛƳƛƭŀǊƛǘȅ ƻŦ ǘǿƻ ǘŜǊƳǎΩ ƘȅǇŜǊƴȅƳ ǎŜǘ ŀƴŘ 
hyponym set.

ÅWe further use a noisy-or model to combine the two scores

Á Rationale of noisy-or:

ÅEach individual similarity 
signal tends to be weak 
due to the fact that there 
are many missing links 

Å Jo maybe too small



Similarity metrics: random walk 
similarity

ÅJaccard ǎƛƳƛƭŀǊƛǘȅ ƻƴƭȅ ƭƻƻƪǎ ŀǘ ŀ ǘŜǊƳΩǎ ƛƳƳŜŘƛŀǘŜ ƴŜƛƎƘōƻǊǎ όits 
hypernyms and hyponyms)
ÅάǿŀǘŜǊ ŘŜƴǎŜ ŦƻƻŘέ ŀƴŘ άƘŜŀƭǘƘȅ ŦƻƻŘέ ƘŀǾŜ ƻƴƭȅ few common neighbors in 

Probase and their Jaccard similarity is 0.004

ÅBut they are similar and they actually have many indirect neighbors



Similarity metrics: random walk 
similarity

ÅUse random walk to get the feature vectors of each term
ÅLet N be the number of terms in the taxonomy. 

ÅFor each term c, we construct a vector V(c) of 2N dimensions

ÅIt is the result of concatenating the random walk vectors starting at c along two 
different edge directions

ÅRandom walk:
ÅEach item of vc

(i) is the probability that a certain term is reached starting from c after i
steps of random walk

ÅWe use vc
(L)  for the final feature vector

Åi.e. only walks L steps

ÅWe find that tiny updates happen after L = 2, thus we use L = 2

ÅAnd finally, we use cosine of V(c1) and V(c2) as the RW-similarity of c1 and 
c2



Similarity metrics: combine two 
metrics
ÅὊȡ

ÅWe set  ςȢσφ

ÅWe use WordSim353-similarity to find this best ɼ
ÅFor each term-pair in this dataset, we compute our combined metrics with 

different setting

Å¢ƘŜƴ ǿŜ ŎƻƳǇǳǘŜ ǘƘŜ tŜŀǊǎƻƴΩǎ Ǌ ōŜǘǿŜŜƴ ƻǳǊ ǎŎƻǊŜǎ ŀƴŘ ƘǳƳŀƴ ǎŎƻǊŜǎΦ

ÅὊȢ is better 
than other 
combinations



Similarity: case studies

ÅOur ƳŜǘǊƛŎ ƛǎ ŀōƭŜ ǘƻ ŬƴŘ 
synonyms
ÅάŎŀǊέ ŀƴŘ άŀǳǘƻƳƻōƛƭŜέ Ψǎ 

similarity is 0.33

ÅOur ƳŜǘǊƛŎ ƛǎ ŀōƭŜ ǘƻ ŬƴŘ ǎƛƳƛƭŀǊ 
concepts
Åάweb application ŦǊŀƳŜǿƻǊƪέ ŀƴŘ 
άmvcframeworkέ Ψǎ ǎƛƳƛƭŀǊƛǘȅ ƛǎ 
0.16

ÅOur ƳŜǘǊƛŎ ƛǎ ŀōƭŜ ǘƻ ŬƴŘ ǎƛƳƛƭŀǊ 
entities
Åάstevejobsέ ŀƴŘ άōƛƭƭ ƎŀǘŜǎέ Ψǎ 

similarity is 0.37

ÅHere are more cases that finding 
top-5 similar terms.


