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Data Explosion
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Knowledge Explosion?
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DQ Problems in DBLP
5

 Polyseme: 10+ different “Wei Wang”

 Synonyms: “Pei Lee” and “Pei Li”



Difficult Names in Google Search

Data Fusion | VLDB 2009 Tutorial | Luna Dong & Felix Naumann
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Another Example with KBs
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 Different Schemas: e.g., “Sex”-“Gender”, “Phone/Fax”-“Phone”+“Fax” 

 Inconsistency values: e.g., “0/1”-“F/M”

 Missing values



Six DQ Dimensions 
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The Taxonomy of DQ Problems 
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Computational Data Quality Problems

Data Integration

Schema Mapping

Record Matching

Data Cleaning

Data Imputation

Data Provenance

Data Uncertainty

Data Constraints
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 Open IE -> Knowledge Graph

 Bootstrapping Mechanisms

 e.g.: KnowItAll, SnowBall, ProBase …

 However, the accuracy decreases sharply after

several iterations.

Data Cleaning in KG
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 A Major Reason - Semantic drift happens

(a)Semantic-based bootstrapping mechanism  (b)Syntax-based bootstrapping mechanism

Data Cleaning in KG
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 Mainstream approaches

 Mutual Exclusion Bootstrapping (PACLING’07)

 Drop those instances belonging to mutually exclusive classes

 Type Checking (WSDM’10)

 Check the type of an entity for correctness

 Random Walk Ranking (ICDM’06)

 Construct a graph, do random walk ranking

 Pattern-Relation Duality Ranking (WSDM’11)

 The quality of a pattern (tuple) can be determined by the 
tuples (patterns) it extracts.

 A Model based on Detected Drifting Points (EDBT’14)

Data Cleaning in KG
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 Mutual Exclusion Bootstrapping

 Pros and Cons: High Precision, Low Recall

Data Cleaning in KG

Positives:

Canada

Egypt

France

…

war with ×
ambassador to ×
war in ×
occupation of ×

Planet Earth

Freetown

North Africa

Negatives:

Asia

Europe

London

Florida

…

nations like ×
countries other than ×
country like ×

Pakistan

Sri Lanka

Greece

Russia
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 Type Checking

 Checking types of relevant entities

 Pros and Cons: High Precision, Low Recall

Data Cleaning in KG

X ,which is based in Y

Pillar, San Jose       OK

Type Checking Arguments:
…companies such as Pillar…

… cities like San Jose…

Inclined pillar , foundation plate NO
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 Random Walk based Cleaning

Data Cleaning in KG
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 Mainstream approaches

 Mutual Exclusion Bootstrapping (PACLING’07)
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tuples (patterns) it extracts.
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Data Cleaning in KG
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 Pattern-Relation Duality

 Idea: The quality of a pattern (tuple) can be determined 
by the tuples (patterns) it extracts.

 Cons: still can not reach high precision and recall

Data Cleaning in KG

1

4

3

2

5 6

7

9 10

8
11

12

RW on Precision

RW on Recall

F-Score = Precision+Recall

Ranking with F-Score
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Z. Li et al., Overcoming Semantic Drift in Information Extraction, EDBT’14
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 Cleaning Model based on Detected Drifting Points

 Intuition: Drifting Points (DPs) are the reasons of

Semantic Drift.

 Two kinds of DPs

 Intentional DPs

 Synonyms such as Chicken

 Accidental DPs

 Errors by themselves

 E.g., … Countries such as France, Germany, Japan and New York.

Data Cleaning in KG

×



Data Cleaning in KG

Z. Li et al., Overcoming Semantic Drift in Information Extraction, EDBT’14
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 Properties of DPs

 For a target class, the distribution of instances triggered by a DP is different 

from the distribution of instances that truly belong to the target class.

 If classes C1 and C2 are mutually exclusive, instance e ∈ 𝐶1 ∩ 𝐶2 is very likely an 

Intentional DP.

 An accidental DP is usually supported by very weak evidence, that is, the 

instance is derived from very few (mostly only one) sentences.

 An error extraction (e isA C) triggered by a DP is usually supported by weak 

evidence, since the extraction is usually not triggered by other instances of C.

Distributions of instances triggered by DPs and non-DPs

 A DP Detection Model can be build based on the four
properties of DPs.



Data Cleaning in KG

Z. Li et al., Overcoming Semantic Drift in Information Extraction, EDBT’14
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 Finding Errors based on detected DPs
𝑰𝒏𝒑𝒖𝒕: 𝐴 𝑝𝑎𝑟𝑠𝑒𝑑 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 𝑆 𝑎𝑛𝑑

Detected DPs

S is triggered by 

Accidental DPs?

Withdraw all pairs 

extracted from s

yes

no

S is triggered by 

Intentional DPs?

yes

no

Calculate Score(s,C)

C doesn’t hold the highest Score(s,C)?

yes

no

end



Data Cleaning in KG – Experiments

Z. Li et al., Overcoming Semantic Drift in Information Extraction, EDBT’14
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Cleaning Method 𝒑𝒆𝒓𝒓𝒐𝒓 𝒓𝒆𝒓𝒓𝒐𝒓 𝒑𝒄𝒐𝒓𝒓𝒆𝒄𝒕 𝒓𝒄𝒐𝒓𝒓𝒆𝒄𝒕

Before Cleaning - - 0.4305 1.0

MEx 0.9119 0.1570 0.4592 0.9832

TCh 0.9423 0.1451 0.4789 0.9724

RW-Rank 0.5753 0.5831 0.5636 0.6509

PRDual-Rank 0.5621 0.6545 0.5812 0.6940

DP Cleaning 0.9696 0.9145 0.8921 0.9393

(1)𝒑𝒆𝒓𝒓𝒐𝒓: percentage of removed errors in all the removed instances;

(2)𝒓𝒆𝒓𝒓𝒐𝒓: percentage of removed errors in all the errors under each concept;

(3)𝒑𝒄𝒐𝒓𝒓𝒆𝒄𝒕: percentage of remained correct instances in all the remained instance;

(4)𝒓𝒄𝒐𝒓𝒓𝒆𝒄𝒕: percentage of remained correct instances in all the correct instances under each concept
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Entity Linking in KG
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 Also known as Entity Recognition and Disambiguation

 1. Polysemy（一词多义）

 E.g.: During his standout career at Bulls, Jordan also acts in the movies 

Space Jam.

 2. Synonyms（多词一义）

 E.g.: Barack Hussein Obama(USA president)

 m.02mjmr(Freebase)

 Barack_Obama(Dbpedia)

 贝拉克·侯赛因·奥巴马(CN-Dbpedia)

Michael Jordan

(NBA Player)

Michael I. Jordan

(Berkeley Professor) 

Michael B. Jordan

(American Actor) 

? ? ?



Entity Linking in KG – Polysemy
30

 Main Approaches for Solving Polysemy

 EL based on Local Compatibility (CIKM’07, EMNLP’07,

IJCAI’09, COLING’10…)

 EL Based on Simple Relations (CIKM’08, AAAI’08)

 Pair-Wise Collective EL Approaches (ACL’10)

 Graph-Based Collective EL Approaches (SIGIR’11, 14)
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Entity Linking in KG – Polysemy
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 Local Compatibility Based Approaches (CIKM’07, EMNLP’07,
IJCAI’09, COLING’10…)

 Idea: Extract the discriminative features of an entity from its 
textual description, such as “NBA”, “Basketball Player” to MJ.

During his standout career at Bulls, Jordan also acts in the movies Space Jam.



Entity Linking in KG – Polysemy
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Entity Linking in KG – Polysemy
34

 Simple Relational Approaches (CIKM’08, AAAI’08)

 Idea: the referent entity of a name mention should be 

coherent with its unambiguous contextual entities

/

/
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Entity Linking in KG – Polysemy

Kulkarni, S. at al, Collective annotation of Wikipedia entities in web text. SIGKD’09

36

 Pair-Wise Collective Approaches (ACL’10)

 Idea: Model and exploit the pair-wise interdependence 
between EL decisions (NP-HARD), and approximation 
solutions are proposed.

/

/

/



Entity Linking in KG – Polysemy
37

 Main Approaches for Solving Polysemy

 EL based on Local Compatibility (CIKM’07, EMNLP’07,

IJCAI’09, COLING’10…)

 EL Based on Simple Relations (CIKM’08, AAAI’08)

 Pair-Wise Collective EL Approaches (ACL’10)

 Graph-Based Collective EL Approaches (SIGIR’11, 14)



Entity Linking in KG – Polysemy

Xianpei Han at al. Collective Entity Linking in Web Text: A Graph-Based Method.SIGIR’2011 
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 Graph-Based Collective Approaches(SIGIR 11,14)

 Idea: Model and exploit the global interdependence by 
graph-based collective EL method

/
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Entity Linking in KG – Synonyms
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 Approaches for Solving Synonym Problems

 String-matching based methods (CITISIA’09)

 Edit Distance, Jaccard, Cosine, Hybrid Metrics…

 Collective alignment methods (VLDB’11, SIGKDD’13)

 Use various information of entities such as Properties,
Relations, Instances to construct a probabilistic matching
model

 Based on structure similarity only (CCKS’16)

 Whole Knowledge Base Embedding



Entity Linking in KG – Synonyms

Yanchao Hao at al. A Joint Embedding Method for Entity Alignment of Knowledge Bases. CCKS 2016 

42

 Based on structure similarity only(CCKS 16)

 Idea: (1)give some initial alignments(seed entity alignments); (2)

learn the embedding of the two KBs in a uniform embedding 
vector space connected by the seed entities “bridge”
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Data Imputation in KG
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 Data Imputation in KG aims at increasing the 

coverage of KG

 Tasks

 Missing entities

 Missing types for entities (known as classification)

 Missing relations that hold between entities



Data Imputation in KG – Approaches
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 Type Assertions

 Internal Knowledge-based

 SDType (ISWC’13); and some other methods

 External Knowledge-based

 Tipola (ISWC’12); Classifier based on Wiki Links (LDOW’12)

 Relation Prediction

 Internal Knowledge-based

 Neural Tensor Network (NIPS’13) ; Mining Association
Rules(ISWC’15)

 External Knowledge-based
 Matching HTML Tables to DBpedia(WIMS’15); and some other 

methods
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Internal Methods for Type Assertions

H. Paulheim et al. Type Inference on Noisy RDF Data, ISWC’2013

47

 SDType: using Statistical Distribution of types in the subject

and object positions for predicting the instance’s types.

x dbpedia-owl: location :y

P(?x a dbpedia-owl:Place) = 0.698

P(?y a dbpedia-owl:Place) = 0.876

assign



Internal Methods for Type Assertions

49

 Other Internal methods

 Training a Classification Model (e.g., SVMs)

 E.g., Exploiting interlinks between the knowledge graphs to

classify instances in one knowledge graph based on 

properties present in the other.

 Association Rule Mining for predict missing information.

 Exploit association rules to predict missing types in DBpedia

based on such redundancies.

 Using Topic Modeling for type prediction

 E.g., LDA is applied to find topics for documents of entities.
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External Methods for Type Assertions

Gangemi et al. Automatic Typing of DBpedia Entities, ISWC’12
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 Tipalo Algorithm: identifies the most appropriate types for an 

entity by interpreting its natural language definition.

① Extracting definitions from Wikipedia page② Natural language deep parsing of  entity definition

③ Selection of  types and type-relations from the OWL graph

④ Word sense disambiguation engine (UKB)

Assigning a WordNet type to an entity 

⑤ Identifying other Semantic Web types 



External Methods for Type Assertions

Nuzzolese et al. Type inference through the analysis of Wikipedia links, LDOW’12

52

 Classifier based on wiki Links

 using Wikipedia link graph to predict types in a KG

 interlinks between Wikipedia pages are exploited to 

create feature vectors, e.g., based on the categories of 

the related pages. 

link

link

link

link

predict
Video Game



Data Imputation in KG – Approaches
53

 Type Assertions

 Internal Knowledge-based

 SDType (ISWC’13); and some other methods

 External Knowledge-based

 Tipola (ISWC’12); Classifier based on Wiki Links(LDOW’12)

 Relation Prediction

 Internal Knowledge-based

 Neural Tensor Network (NIPS’13) ; Mining Association
Rules(ISWC’15)

 External Knowledge-based
 Matching HTML Tables to DBpedia(WIMS’15); and some other 

methods



Internal Methods for Relation Prediction

R. Socher et al. Reasoning with neural tensor networks for knowledge base completion, NIPS'13
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 Neural tensor network is suitable for reasoning over 

relationships between two entities.



Internal Methods for Relation Prediction

55

 Mining Association Rules for predicting relations.

 Mining of association rules which predict relations 

between entities in DBpedia from Wikipedia categories 

is proposed.

Kim et al. The association rule mining system for acquiring knowledge of DBpedia from Wikipedia categories, ISWC’15

20th-century mathematicians

Philosophers who committed suicide

Alumni of King’s College, Cambridge

Stephen Smith’s Wikipedia categories

〈Stephen Smith, occupation, mathematicians〉

〈Stephen Smith, occupation, philosopher〉

〈Stephen Smith, graduated, Alumni of King’s College〉

Stephen Smith’s relations



Data Imputation in KG – Approaches
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 Type Assertions
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External Methods for Relation Prediction

Ritze et al. Matching HTML Tables to Dbpedia, WIMS’15

57

 Matching HTML Tables to Dbpedia

 Challenges:

 pairs of table columns have to be matched to properties in 

the DBpedia ontology

 rows in the table need to be matched to entities in Dbpedia

 Solution:

 evaluated on a gold standard mapping for a sample of 

HTML tables from the WebDataCommons Web Table corpus

University Present President

University of Oxford Andrew D. Hamilton 

University of Cambridge Leszek Krzysztof Borysiewicz

University College London Michael Arthur

<University of Oxford,  present_president,  Andrew D. Hamilton >

<University of Oxford,  present_president,  Andrew D. Hamilton >

<University of Oxford,  present_president,  Andrew D. Hamilton >



External Methods for Relation Prediction

Mintz et al. Distant supervision for relation extraction without labeled data, ACL’09 

58

 Distant supervision with a large text corpora;

 Step 1: Seed Entities in the knowledge graph are linked to the text corpus by 

means of Named Entity Recognition

 Step 2: Seek for text pattern which correspond to relation types

 Step 3: Apply those patterns to find additional relations in the text corpus

 A Bootstrapping way with starting seeds in KG.

 Based on web search engines:

 Discover frequent context terms for relations

 Use those frequent context terms to formulate search engine queries 
for filling missing relation values.

 Based on another KG

 Using Interlinks between KGs to fill gaps and do knowledge transfer
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 Conventional Data Quality Problems

 Introduction to DQ

 Computational DQ Problems and Solutions

 Data Quality Issues in Knowledge Graph

 Data Cleaning in KG

 Entity Linking in KG

 Data Imputation in KG

 Conclusions
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 Big Data -> Big Dirty Data

 More Challenges …

 More Opportunities…

 What can we do?

 Use the rich knowledge

 Better Precision and Recall

 Pay Attention to Efficiency

 Pay Attention to Cost
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Thanks!


